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Part-1 / First fit : Gaussian for the signal + Chebyshev polynomial for the background 



First fitting approach to the reconstructed signal 𝝍(𝟐𝑺) → 𝝁(𝝁) in CMS

We start with the small input ROOT file: psiprime_bin9_histo.root

Later we will use the larger ROOT file hlt_5_newSoftMuon_alsoInPsiPrimeWind.root

First version of the code to run:  psiPrime_fit.C
It implements two subsequent fits with two different models. 
Let’s now focus on the first one. 
It uses : - a Gaussian function for the signal

- a Chebyshev polynomial for the background

Let’s introduce the Chebyshev polynomials in the next slide.  
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Chebyshev polynomials - I

When using in the fit model a standard polynomial parametrization (RooPolynomial, https://root.cern.ch/doc/master/classRooPolynomial.html)

… very often it results in strong correlations between coefficients that introduce - issues in the fit stability
- inability to find the right solution at high order

This can be solved (i.e. mitigating fit instability) using better polynomial parametrization, 
such as Chebyshev or Bernstein polynomials.

Let’s discuss the first ones now.
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Chebyshev polynomials - II

When using the RooChebyshev class (https://root.cern.ch/doc/master/classRooChebychev.html ) consider that ... 

… the number of parameters corresponds to the degree of the considered polynomial !

These polynomials are typically extensively exploited in numerical approximation tasks.

(*)

(*) If we have c0 and c1 the polynomium will have degree 2 and will be: 𝐶+ 𝑥 = 1 + 𝑐1𝑥 + 𝑐2 2𝑥+ − 1 = (1 − 𝑐2)+ 𝑐1𝑥 + 2𝑐2𝑥+

For comparison the standard polynomial would be: 𝑃+ 𝑥 = 𝑝1 + 𝑝2𝑥 + 𝑝+𝑥+ Alexis Pompili - Mini-Course / October 2023 - 3
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Let’s examine the macro code  - psiPrime_fit.C - used to produce the fitting tasks:
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fitting model

fit execution (with options)

Chebyshev (2nd ord.)

Gaussian resolution function
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setting up the RooPlot object 
(with data and fit model -

- total model and components)

… the 2nd part of the macro (with a different fit model) follows…..

bin-by-bin pulls are detailed in next slides

this is just to show that … the pull histogram is a RooHist object
(it can be drawn as usual …      )
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Goodness-of-fit : bin-by-bin pulls



To better investigate the quality of the fit we can add this simple piece of code that allows to introduce the bin-by-bin pulls: 

The bin-by-bin pulls are characterized by the following properties: 

1) the uncertainty on each pull is unitary (this is shown in the next slide) [check also on the plots]

2) the projection on the y coordinate of the pulls should provide a distribution very close to a standard Gaussian
(𝝁 = 𝟎, 𝝈 = 𝟏)   

Appending the pull histogram in the 
list of objects of the RooPlot frame

myC

myCàcd(1)

myCàcd(2)

divided in 2 pads

(0.,0.)

(0.,0.3)

(1.,1.)

(1.,0.3)
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The normalized residual (deviation divided by its uncertainty) is similar to the square root of a chi-square ( 𝜒+) supplied 
with its sign, reason for which it is offten called pseudo chi-square. We can denote it as ± 𝝌𝟐 .

Of course, the histogram of the normalized residuals must have the same # of bins of the fitted histogram.  

± 𝝌(𝒊)𝟐 =
𝒙𝑬𝒙𝒑𝒊 − 𝒙𝑻𝒉𝒊

𝝈𝑬𝒙𝒑𝒊 ≡
𝑵𝒊 − 𝑭𝒊
𝝈𝒊

=
𝑵𝒊 − 𝑭𝒊

𝑵𝒊
where

𝑵𝒊 =
𝑭𝒊 =
𝝈𝒊 =

experimental value 
expected value (from fit model) 

uncertainty associated to the experimental value

Note: we assume negligible the uncertainty on the expected value 
(which is typically reasonable, i.e.: 𝝈𝑬𝒙𝒑𝒊 ≫ 𝝈𝑻𝒉𝒊 ) so that :        𝝈𝑻𝒐𝒕𝒊 𝟐

= 𝝈𝑬𝒙𝒑𝒊 𝟐
+ 𝝈𝑻𝒉𝒊

𝟐
≅ 𝝈𝑬𝒙𝒑𝒊 𝟐

The uncertainty on the normalized residuals (for each bin) is calculated by applying the usual variance propagation law:

𝝈
± 𝝌𝟐
𝟐 =

𝒅
𝒅𝑵

𝑵− 𝑭
𝑵

𝟐

L 𝑵
𝟐
=

𝑵 − 𝑵− 𝑭
𝟐 𝑵

𝑵

𝟐

L 𝑵 =
𝑵− 𝑵− 𝑭

𝟐
𝑵 𝑵

𝟐

L 𝑵 =
𝟐𝑵 − 𝑵+ 𝑭

𝟐𝑵

𝟐
=

𝟏
𝟐
𝑵 + 𝑭
𝑵

𝟐

Thus: 𝝈± 𝝌𝟐 =
𝟏
𝟐
𝑵 + 𝑭
𝑵

.   At high statistics 𝑁 ≈ 𝐹 ⇒ 𝝈± 𝝌𝟐 ≈ 𝟏
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Part-1 / Try a new better fit : Crystal-Ball vs Gaussian to model the tail 



In the previous fit we have interpolated the distribution of 𝑚 𝜇(𝜇)
in rapidity bin-9:

Note that the tail at low values of the invariant mass i.e. at the 
left shoulder of the signal peak is not well described by the gaussian.

This has been better appreciated by inspecting the bin-by-bin pulls: 

As we will soon discuss we are going to substitute a plain Gaussian with 
a Crystal Ball function which integrates the Gaussian with a power function
representing the tail (details at next slide)!
This tail is called radiative tail because it is due to a QED process (called
internal bremsstrahlung) for which a muon emits final state radiation:
the energy carried away by the photon represents a type of radiative loss
(hence the lower invariant mass values at the signal tail). Alexis Pompili - Mini-Course / October 2023 - 9



Gaussian core

2 more fit parameters

To get an idea of the effect of the two parameters describing the tail let’s discuss, in next slide,
a pair of helpful figures [ borrowed form an internal CMS analysis note (AN-14-003) ]

Power-law low-end tail
(above a certain threshold α)
(below a certain threshold α)
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(from CMS-AN-14-003)

𝑛UV ≡ 2.5 𝛼UV ≡ 1.8
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New fit model
In the new fit model, we will:
1) substitute the Gaussian function with the Crystal Ball one.                     In RooFit :  RooGaussian RooCBShape
2) change the bkg model using an exponential instead of the polynomial. In RooFit : RooChebyshev RooExponential
Note: the two things are not directly related (you can try as exercise/homework to apply only (1)).
The bin-by-bin pulls’ method allows to monitor the goodness-of-fit in the two cases. 
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Classroom exercise: implement in this piece of code the goodness-of-fit information (bin-by-bin) pulls
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Exercise : Discuss how the estimate of the number of 𝜓\candidates changes in the 3 fits with these different models:
- Gaussian + Chebyshev
- Crystal Ball + Chebyshev (this is not implemented in the current code) [but it’s used in the 2nd part]
- Crystal Ball + Exponential

Homework :Put together the two subsamples in bin-13 and bin-20 (i.e. add the two corresponding histograms) 

and try to fit the dimuon mass distribution of the obtained mixture (see theory of mixtures in the theroy part):

- try to use one Gaussian and check if its estimated 𝝈 is close to what expected

𝝈𝒆𝒇𝒇 (𝟏𝟑(𝟐𝟎) = 𝝋𝟏𝟑 𝝈𝟏𝟑𝟐 + 𝝋𝟐𝟎 𝝈𝟐𝟎𝟐

- try to use two Gaussians (with same mean) and see if their estimated 𝝈s are close to what expected (𝝈𝟏𝟑, 𝝈𝟐𝟎)

(in this case help the fit assuming the fractions of signal (𝝋𝟏𝟑, 𝝋𝟐𝟎) from the # of candidates in the single bins

Homework : show that  the projection on the y coordinate of the pulls should provide a distribution very close to a standard Gaussian
(try to use the RooHist object)
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Part-2 / study of the rapidity dependence of the mass resolution



We have already well discussed that CMS dimuon mass resolution changes as a function of the rapidity:

We now want to study this dependence by performing the fit of all the rapidity bins.

With this aim we will use the larger ROOT file hlt_5_newSoftMuon_alsoInPsiPrimeWind.root

The code to run is now:  myFinalRapidity.C

Considering that the background can vary a lot from bin to bin it is crucial to get successfull fits in all the bins and this

requires to use some flexible model so we can try a Chebyshev polynomial of 2nd order for the background (as we did initially).

For the signal we use, for the reason already explained, a one-sided (“low-tail”) Crystal Ball.

𝜎b (cdce) = 𝑓(𝑦) where

Alexis Pompili (University of Bari Aldo Moro) - Mini-Course / Erasmus+ Teaching Mobility / October 2023 15



This is a quadrant of the CMS detector showing the 𝜼 −regions in subdetector of the muon system 
(included the proposed GEM detectors for the upgrade) :

[note: pseudorapidity is the rapidity for relativistic particles: y	=		 ]= 𝜂

𝜷 → 𝟏
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We will consider the following rapidity bins:

Bin Rapidity

1 -2.4 / -2.2

2 -2.2 / -2.0

3 -2.0 / -1.8

4 -1.8 / -1.6

5 -1.6 / -1.4

6 -1.4 / -1.2

7 -1.2 / -1.0

8 -1.0 / -0.8

9 -0.8 / -0.6

10 -0.6 / -0.4

11 -0.4 / -0.2

12 -0.2 / 0.0

Bin Rapidity

13 0.0 / +0.2

14 +0.2 / +0.4

15 +0.4 / +0.6

16 +0.6 / +0.8

17 +0.8 / +1.0

18 +1.0 / +1.2

19 +1.2 / +1.4

20 +1.4 / +1.6

21 +1.6 / +1.8

22 +1.8 / +2.0

23 +2.0 / +2.2

24 +2.2 /+2.4

I will skip the two extreme
bins due to low statistics
(overlined in red)

In the code we will loop over the loop index from 0 to 21 
… and correspondingly bin-index will change from 2 to 23. Alexis Pompili - Mini-Course / October 2023 - 17



BIN-2 BIN-3 BIN-4

BIN-5 BIN-6 BIN-7
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BIN-8 BIN-9

BIN-11

BIN-10

BIN-12 BIN-13

the most central bins
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BIN-15BIN-14

BIN-16 BIN-17

All these plots are produced 
in the subdir /Plots in files 
bin#.png (with #=2,…,23)
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BIN-22BIN-21

BIN-20BIN-19BIN-18

BIN-23
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Let’s see the macro code used to produce the previous result:
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Starting LOOP on the 22 BINS
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Closing LOOP on the 22 BINS

Crystal Ball + Chebyshev (2nd ord.)

Extended Binned ML fits (one per bin)

(the filled vectors will be used in the 2nd part)

Chebyshev (2nd ord.)

Crystal Ball
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I finished the set of 22 fits in rapidity bins and with the filled vectors vec[i]& vec_err[i];
Now I can start the 2nd part where I plot and fit the mass resolution as a function of the rapidity.

setup graph

fitting the TGraphErrors object
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𝑓(𝑦) = 𝑝0 − 𝑝1 ∗ cos(𝑝2 ∗ 𝑦)

In the code we fit a TGraphError object
and we do it in the most classic ROOT way, i.e.
with a TF1 function (see next slides).

Three models have been tried but this is the one
that better fits the data points:

It’s quite curious to discover how it is possible 
to fit this 𝜎b(𝑦) dependency with such a simple 
trigonometric function! 

= 22 bins - 3 parameters
The final plot with fit : 

gStyle -> SetOptFit(1111)

normalized chi-squared of the fit
probability of the fit

[if you choose “111” you do not get the probability of the fit]
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Homework : …. a “variation on the theme”:
show the distribution of the signal yield (number of candidates) as a function of rapidity bin
(use again a TGraphErrors)
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