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We discuss three control strategies aimed at countering the effects of decoherence:

the first hinges on frequent projective measurements, the second on frequent unitary

“kicks” (“bang-bang” pulses) and the third on a strong continuous coupling. Deco-

herence is suppressed if the frequency N of the measurements/kicks is large enough

or if the coupling K is sufficiently strong: in all these cases, the Hilbert space of

the system splits into invariant subspaces, among which any transition is hindered.

However, if N or K are large, but not extremely large, all these control procedures

accelerate decoherence.
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1. INTRODUCTION

Decoherence [1] is the dynamical deterioration of the coherence features of quantum me-

chanical systems and represents one of the most serious obstacles against the preservation of

quantum superpositions and entanglement over long periods of time. The possibility of con-

trolling (and eventually halting) decoherence is a key problem with important applications,

e.g. in quantum computation [2]. We focus here on three schemes that have been recently

proposed in order to counter the effects of decoherence. The first is based on the quantum

Zeno effect (QZE) [3–5]), the second on “bang-bang” (BB) pulses and their generalization,

quantum dynamical decoupling [6] and the third on a strong, continuous coupling [7]. These

apparently different methods are in fact deeply related to each other [8] and their comparison

is interesting [9].

We will focus on the key role played by the form factors of the interaction and clarify

under which circumstances and physical conditions these three controls may accelerate, rather
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than hinder decoherence. The method we propose is general and can be applied to diverse

situations of practical interest, such as atoms and ions in cavities, organic molecules, quantum

dots and Josephson junctions [10].

2. THE GENERAL SETTING AND AN EXAMPLE

We will consider a quantum system living in a Hilbert space H and an orthogonal resolution

of the identity

{Pn}n∈N, PnPm = δmnPn,
∑

n

Pn = 1. (1)

The associated partition on the total Hilbert space is

H =
⊕

n

Hn, (2)

where Hn = PnH. We will take for simplicity H1 to be two-dimensional (a qubit) and will

discuss some possible strategies in order to hinder the transitions out of this subspace.

Let us start by looking at an elementary example in order to understand how the qubit

subspace can be protected from decoherence. Consider a 3-level system in H = C
3

〈a| = (1, 0, 0), 〈b| = (0, 1, 0), 〈c| = (0, 0, 1) (3)

and the Hamiltonian

H = Ω1σab + Ω2σbc =




0 Ω1 0

Ω1 0 Ω2

0 Ω2 0



 , (4)

where σab = |a〉〈b| + |b〉〈a|, and σbc is analogously defined.

We first consider the case of bona fide measurements, described by projection operators

à la von Neumann [3]. The measurements are taken to be “incomplete” and “nonselective”

[11, 12]: incomplete, in the sense that some outcomes may be lumped together (for instance

because the measuring apparatus has insufficient resolution); this means that the projection

operator that selects a particular lump is multidimensional (and therefore the information

gained on the measured observable is incomplete); “nonselective,” in the sense that the

measuring apparatus does not select the different outcomes, but simply destroys the phase

correlations between some states, provoking the transition from a pure state to a mixture.

Let the measurement be described by the superoperator

P̂ ρ =
∑

n

PnρPn (5)
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FIG. 1: Three level system undergoing measurements (P1 not indicated). We explicitly showed the

Zeno subspace H1.

in terms of the (incomplete, nonselective) projections (P1 + P2 = 1)

P1 = 11ab = |a〉〈a| + |b〉〈b| =




1 0 0

0 1 0

0 0 0



 , P2 = 11c = |c〉〈c| =




0 0 0

0 0 0

0 0 1



 . (6)

The Zeno dynamics is given by

ρ(t) = lim
N→∞

(
P̂ Ût/N

)N

ρ0 = P̂ exp(−iĤZt)ρ0 =
∑

n

Vn(t)ρ0V†
n(t), (7)

where Ûtρ = exp(−iĤt)ρ = exp(−iHt)ρ exp(iHt). In the Zeno limit (frequency of measure-

ments N → ∞, period τ = t/N → 0) the Hilbert space is partitioned in two sectors (Zeno

subspaces) [13], according to (2), with dimH1 = 2, dimH2 = 1: the subspaces H1 and H2

decouple. The dynamics is governed by the Zeno Hamiltonian

HZ = P1HP1 + P2HP2 = Ω1σab =




0 Ω1 0

Ω1 0 0

0 0 0



 (8)

and the evolution operators within each Zeno subspace read [13]

V1 = P1 exp(−iP1HP1t) = 11ab exp(−iΩ1σabt) =




cos Ω1t −i sin Ω1t 0

−i sin Ω1t cos Ω1t 0

0 0 0



 ,

V2 = P2 exp(−iP2HP2t) = P2 = 11c. (9)

If the coupling Ω2 is viewed as a caricature of the loss of quantum mechanical coherence,

the qubit subspace H1 is protected from decoherence (and one can suggestively say that it

becomes “decoherence free” [14]). See Fig. 1.

Proc. of SPIE Vol. 5846     13



ΩΩ

Ω 2

1

c

b

a

t/N
M

Zeno subspace

FIG. 2: Three level system undergoing frequent unitary kicks that couple one of its levels to an

“external” system M . We explicitly indicated the Zeno subspace H1.

In general the Zeno evolution (7) due to a generic measurement (5) reads [13]

Vn(t) = Pn exp(−iHZt), HZ = P̂H =
∑

n

PnHPn, (10)

HZ being the Zeno Hamiltonian.

In order to understand how unitary kicks yield the Zeno subspaces, consider the 4-level

system in the enlarged Hilbert space Hsys ⊕ span{|M〉}

〈a| = (1, 0, 0, 0), 〈b| = (0, 1, 0, 0), 〈c| = (0, 0, 1, 0), 〈M | = (0, 0, 0, 1) (11)

and the Hamiltonian

H = Ω1σab + Ω2σbc =





0 Ω1 0 0

Ω1 0 Ω2 0

0 Ω2 0 0

0 0 0 0



 . (12)

This is the same example as (3)-(4), but we added a fourth level |M〉. We now couple |M〉
to |c〉 by performing the unitary kicks (λ �= 0 mod 2π)

Ukick = exp(−iλσcM) =





1 0 0 0

0 1 0 0

0 0 cos λ −i sin λ

0 0 −i sin λ cos λ



 =
∑

n=1,±
e−iλnPn, (13)

where σcM = |c〉〈M | + |M〉〈c|, λ1 = 0, λ± = ±λ, and

P1 = 11ab = |a〉〈a| + |b〉〈b| =





1 0 0 0

0 1 0 0

0 0 0 0

0 0 0 0



 , (14)
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FIG. 3: Three level system with one of its levels strongly coupled to an “external” system M . We

explicitly indicated the Zeno subspace H1.

P± =
(|c〉 ± |M〉)(〈c| ± 〈M |)

2
=

11cM ± σcM

2
=

1

2





0 0 0 0

0 0 0 0

0 0 1 ±1

0 0 ±1 1



 (15)

form an orthogonal resolution of the identity as in (1) (P1 + P− + P+ = 1), defining the

partition (2) of the total Hilbert space.

In the Zeno limit (frequency of kicks N → ∞, period τ = t/N → 0),

ρ(t) = lim
N→∞

Û−N
kick

(
ÛkickÛt/N

)N

ρ0 = exp(−iĤZt)ρ0, (16)

where Ûkickρ = UkickρU †
kick, the subspaces H1, H+ and H− decouple due to the wildly oscil-

lating phases O(N). See Fig. 2. The Zeno Hamiltonian reads

HZ = P̂H =
∑

n

PnHPn = Ω1σab =





0 Ω1 0 0

Ω1 0 0 0

0 0 0 0

0 0 0 0



 (17)

and the evolution within each Zeno subspace reads

V1 = P1 exp(−iP1HP1t) = 11ab exp(−iΩ1σabt) =





cos Ω1t −i sin Ω1t 0 0

−i sin Ω1t cos Ω1t 0 0

0 0 0 0

0 0 0 0



 ,

V± = P± exp(−iP±HP±t) = P±. (18)
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Finally, in order to understand how the scheme involving continuous coupling works, add

to (12) the Hamiltonian (acting on Hsys ⊕ span{|M〉})

KHc = KσcM =





0 0 0 0

0 0 0 0

0 0 0 K

0 0 K 0



 = K (P+ − P−) , (19)

where P± are the same as in (15). The fourth level |M〉 is now “continuously” coupled to

level |c〉, K ∈ R being the strength of the coupling [15]. As K is increased, level |M〉 performs

a better “continuous observation” of |c〉, yielding the Zeno subspaces. The eigenprojections

of Hc

Hc = η1P1 + η−P− + η+P+ (20)

are again (14)-(15), with η1 = 0, η± = ±1. Once again, in the Zeno limit (K → ∞),

ρ(t) = lim
K→∞

exp(iKĤct) exp(−iĤKt)ρ0 = exp(−iĤZt)ρ0, (21)

where HK = H + KHc, the subspaces H1, H+ and H− decouple due to the wildly oscillating

phases O(K). See Fig. 3. The Zeno Hamiltonian HZ turns out to be identical to (17), while

the evolution within each Zeno subspace is given by (18).

3. SPONTANEOUS DECAY IN VACUUM

As we explained in the previous section, one of the most interesting potential applications

of the quantum Zeno subspaces concerns the possibility of freezing decoherence, viewed as loss

of phase correlation and/or probability leakage to the environment. The model outlined in

the previous section is too simple to schematize a genuine decoherence process. For instance,

take (12)+(19), exemplified in Fig. 3: the continuous coupling K does not freeze the decay of

level |b〉 onto level |c〉, it simply hinders the Rabi transition |b〉 ↔ |c〉. A better model would

be

HK = Hdecay + KHc = Ω1σab + Ω2σbc − i∆11cM + KσcM =





0 Ω1 0 0

Ω1 0 Ω2 0

0 Ω2 −i∆ K

0 0 K −i∆



 . (22)

This describes the spontaneous emission of level |b〉 into a (structured) continuum, which in

turn is resonantly coupled to a fourth level |M〉 [5]. The decay rate into the continuum is

γ = 2/(τ 2
Z∆), where τZ = Ω−1

2 is the Zeno time [16] (convexity of the initial quadratic region).

16     Proc. of SPIE Vol. 5846



HS

Hcomp

Hn

γn

FIG. 4: The Zeno subspaces are formed when the frequency τ−1 of measurements or BB pulses or the

strength K of the continuous coupling tend to ∞. The shaded region represents the “computational”

subspace Hcomp ⊂ HS . The transition rates γn depend on τ or K.

This case is relevant for quantum computation, if one is interested in protecting a given

subspace (H1) from decoherence, by inhibiting spontaneous emission. A somewhat related

example is considered in [17]. A proper analysis of this model yields to the following main

conclusions: as expected, when the Rabi frequency K is increased, the spontaneous emission

from level |b〉 (to be “protected” from decay/decoherence) is hindered. However, the real

problem are the relevant timescales: in order to get an effective “protection” of level |b〉, one

needs K > 1/τZ = Ω2. More to this, if the decaying state |b〉 has energy ωb �= 0, an inverse

Zeno effect [18, 19] may take place and the requirement for obtaining the QZE becomes

even more stringent, yielding K > 1/τ 2
Zγ. Both these conditions can be very demanding

for a real system subject to dissipation. For instance, typical values for spontaneous decay

in vacuum are γ 
 109s−1, τ 2
Z 
 10−29s2 and 1/τ 2

Zγ 
 1020s−1 [16]. The situation can be

made more favorable by using cavities. In this context, model (22) yields some insights in

the examples analyzed in [14] and [20], but we will not further elaborate on this point here.

Related interesting proposals, making use of kicks or continuous coupling in cavity QED, can

be found in [21].

4. DYNAMICAL SUPERSELECTION RULES: THE ZENO SUBSPACES

The three different procedures described in Section 2 yield, by different physical mecha-

nisms, the formation of invariant Zeno subspaces. This is shown in Fig. 4. If one of these

invariant subspaces is the “computational” subspace Hcomp, the possibility arises of inhibiting

decoherence in this subspace.

In principle, in the τ,K−1 → 0 limit, decoherence can be completely halted ; however, as

we shall see, it is important to understand how the limit is attained, as for τ,K−1 small,
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but not extremely small, decoherence can be enhanced. We now turn our attention to the

study of the transition rates γn between different subspaces and in particular their τ and K

dependence (see Fig. 4).

5. GENERALITIES AND NOTATION

We only briefly summarize the main results [9]. Let the total system consist of a target

system S and a reservoir B and its Hilbert space be expressed as the tensor product Htot =

HS ⊗HB. The total Hamiltonian

Htot = H0 + HSB = HS + HB + HSB (23)

is the sum of the system Hamiltonian HS, the reservoir Hamiltonian HB and their interaction

HSB, which is responsible for decoherence; the operators HS and HB act on HS and HB,

respectively. H0 is the free total Hamiltonian.

We assume that the interaction Hamiltonian HSB in (23) can be written as [22]

HSB =
∑

m

(
Xm ⊗ A†

m + X†
m ⊗ Am

)
, (24)

where the Xm are the eigenoperators of the system Liouvillian ĤS, satisfying

ĤSXm = [HS, Xm] = −ωmXm (ωm �= ωn, for m �= n) (25)

and Am are the destruction operators of the bath

Am =

∫
dω

√
κm(ω) a(ω) , (26)

expressed in terms of the bosonic operators a(ω) and the bare spectral density functions

(form factors) κm(ω), which are taken to be nonvanishing only for ω > 0. We focus on two

particular Ohmic cases: an exponential and a polynomial form factors:

κ(E)
m (ω) = g2ω exp(−ω/ΛE), κ(P )

m (ω) = g2 ω

[1 + (ω/ΛP )2]2
, (27)

respectively, where g is a coupling constant and Λ a cutoff. In order to properly compare

these two cases, we require that the bandwidth be the same

W = 〈ω〉E = 〈ω〉P , (28)

where 〈f(ω)〉 =
∫

f(ω)κm(ω)dω/
∫

κm(ω)dω.
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The initial state of the total system is taken to be the tensor product of the system and

reservoir initial states ρ(0) = σ(0)⊗ ρB, where the reservoir equilibrium state has an inverse

temperature β

ρB =
1

Z
exp(−βHB), Z = trBe−βHB . (29)

The system state σ(t) at time t is given by the partial trace

σ(t) ≡ trBρ(t). (30)

There is decoherence when σ(t) is not unitarily equivalent to σ(0) for a given class of initial

states. In the Markov approximation the state of the system (30) satisfies the master equation

σ̇(t) =
(
−iĤS + L

)
σ(t) , (31)

where, up to a renormalization of the free Liouvillian LS by Lamb and Stark shift terms, L
engenders the dissipation due to the interaction with the bath,

Lσ =
∑

m

γm

(
XmσX†

m − 1

2

{
X†

mXm, σ
})

, (32)

where X−m = X†
m and

γm = 2πκβ
m(ωm) (33)

are the dissipation rates. The key quantities are the thermal spectral density functions

κβ
m(ω) =

1

1 − e−βω
[κm(ω) − κm(−ω)] (34)

that extend along the whole real axis, due to the counter-rotating terms, and satisfy the

KMS symmetry [23].

6. CONTROL PROCEDURES

When one of the three methods of control outlined in Sec. 2 is applied, the dynamics

of the system is modified. In particular, in the master equation (31) the dissipative term

L, responsible for dissipation and decoherence, is modified: it preserves the Lindblad form

(32), but with modified dissipation rates that depend on the period τ = t/N of the mea-

surements/kicks or on the strength K of the continuous interaction. The modified rates will

be denoted by γZ(τ), γk(τ) and γc(K) for the case of Zeno control, bang-bang control and

continuous-coupling control, respectively.
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6.1. Zeno Control

The controlled dissipation rates read

γZ
m(τ) = τ

∫ ∞

−∞
dω κβ

m(ω) sinc2

(
ω − ωm

2
τ

)
, (35)

with sinc(x) = sin(x)/x. Notice that, in the τ → 0 limit, the dissipative part disappears,

γZ(τ) → 0, and decoherence is suppressed, as expected. On the other hand, γZ(τ) → γ,

when τ → ∞ (uncontrolled evolution).

In general, (35) yields both Zeno and inverse Zeno effects as τ is changed. The transition

between the two regimes takes place at τ = τ ∗, where τ ∗ is defined by the equation [19]

γZ(τ ∗) = γ. (36)

The key issue is to understand how small τ should be in order to get suppression (control) of

decoherence (QZE), rather than its enhancement (IZE). The ratio γZ(τ)/γ is shown in Fig. 5

as a function of τ [in units W–the bandwidth defined in Eq. (28)].

6.2. Bang-Bang Control

The controlled dissipation rates read

γk
mn(τ) ∼ 2πκβ

m

(
2πn

τ

)
. (37)

Again, in the τ → 0 limit, the dissipative part disappears (with a law that depends on the

form factor), γk(τ) → 0, and decoherence is suppressed, as expected. The ratio γk(τ)/γ is

shown in Fig. 5 as a function of τ . Once again, the transition between the two regimes takes

place at τ = τ ∗, where τ ∗ is defined by the equation

γk(τ ∗) = γ. (38)

6.3. Continuous-coupling Control

The dissipative rates read

γc
mn(K) = 2πκβ

m (KΩn + ωm) , (39)

where Ωn are the eigenfrequencies of Ĥc. Hence, in the K → +∞ limit, the dissipative

part disappears (with a law that depends on the form factor), γc(K) → 0, and decoherence
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FIG. 5: Comparison among the three control methods. The full and dashed lines refer to the

exponential and polynomial form factors, respectively. BB kicks and continuous coupling are more

effective than bona fide measurements for combatting decoherence, as the regime of “suppression”

is reached for larger values of τ and K−1.

is suppressed, as expected. On the other hand, γc(K) → γ, when K → 0 (uncontrolled

evolution). Notice that the role of K in this subsection and the role of 1/τ in the previous

ones are equivalent. This yields a natural comparison [8] between different timescales (τ for

measurements and kicks, 1/K for continuous coupling).

The ratio γc(K)/γ is shown in Fig. 5 as a function of 2π/K. The transition between these

two regimes takes now place at K = K∗ where K∗ is defined by the equation

γc(K∗) = γ. (40)

6.4. Comparison among the three control strategies

There is a clear difference between projective measurements and the other two cases,

BB kicks and continuous coupling. In the former case τ ∗ depends on the global features

of the form factor (i.e., its integral). By contrast, in the other two cases τ ∗ “picks” some

particular (“on-shell”) value(s). This important difference is due to the different features

of the evolution (non-unitary in the first case, unitary in the latter cases). The different

features discussed above yield very different outputs, clearly apparent in Fig. 5, that can be

important in practical applications: decoherence can be more easily halted by applying BB

and/or continuous coupling strategies. These two methods yield values of τ ∗ (or K∗) that are

easier to attain. However, this advantage has a price, because BB and continuous coupling

yield a larger enhancement of decoherence for τ > τ ∗, K < K∗.
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7. SUMMARY AND OUTLOOK

We compared three control methods for controlling decoherence. The first is based on

repeated quantum measurements (projection operators) and involves a description in terms of

nonunitary processes. The second and third methods are both dynamical, as their description

only involves unitary evolutions. In principle, decoherence can always be halted by very

frequently measuring or very rapidly/strongly driving the system state. However, when the

frequency is not high enough or the coupling not strong enough, in general the controls may

accelerate the decoherence process and deteriorate the performance of the quantum state

manipulation. The control of decoherence may be viewed as a manifestation of the quantum

Zeno effect, by which frequent “measurements” (whatever loose meaning one attributes to

this expression) suppress the evolution of a quantum system. Similarly, the acceleration of

decoherence is analogous to the inverse Zeno effect, namely the acceleration of the decay

of a quantum unstable state due to frequent measurements [18, 19]. Our analysis clarifies

that the expression “large N” (frequent measurements or interruptions) and “large K” (large

coupling) should not be taken lightheartedly, as they are directly related to the physically

relevant timescales characterizing the evolution. This is the key issue to address, in view of

possible applications.
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